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Americans have easier access to high-quality information, and more of it, than ever
before. But we also have easy access to more low-quality information than ever before.
In fact, Americans are regularly bombarded with questionable assertions from sources
that we believe to be trustworthy and authoritative. Natural human cognitive
tendencies—like myside bias—make it tempting for people to seek out and agree with
low-quality information that affirms their prior beliefs and values while avoiding
information that does not. Within an information environment that has been fracturing
over the past few decades, myside bias fuels the development of ideological silos,
epistemic secession, and tribal epistemology. While many view this as largely a right-
wing problem, we see this occurring across the political spectrum. In this article we
discuss how tribal epistemology manifests in different ways on the right and left in

America, and what we might do about it.

oth conservative and liberal Americans are

regularly bombarded with questionable assertions

from sources that they believe to be trustworthy and

authoritative, sources which often present the information

in a manner that appeals to the sacred beliefs and values of

information consumers’ in-groups. This increases the

chances that many Americans will fall for dubious claims.

David Roberts (2017) provides a useful description of

the problem many Americans are currently facing, a
problem he calls “tribal epistemology”:

“Information is evaluated based not on
conformity to common standards of evidence or
correspondence to a common understanding of
the world, but on whether it supports the tribe’s
values and goals and is vouchsafed by tribal
leaders. ‘Good for our side’ and ‘true’ begin to blur
into one.”

While he was writing specifically about the right-wing, we
believe the phenomenon he describes afflicts Americans of
all political stripes today.

We humans are easy targets

A significant amount of psychological research suggests
that humans are actually prime targets for misleading
information. Compelling empirical evidence suggests that
people all across the political spectrum have cognitive
tendencies that encourage them to seek out news and
information sources that mirror their existing beliefs,
opinions, and values, avoid ones that don’t, and interpret
information using cognitive filters that force an alignment
with what they already believe/value. As social
psychologist Jonathan Haidt has observed:

“All groups value the truth. . . All groups hold
something sacred. And if you hold something
sacred. . . your sacred values are going to conflict
with the truth. And when that happens, all groups
are the same: they throw truth under the bus, and
they go with their sacred values. And that’s where
we are” (2013).

Brookings senior fellow Jonathan Rauch similarly explains
that, “[B]ecause our biases evolved to guide us in some
directions and away from others, they do not result in
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randomly distributed errors. Rather, the errors lead us
down predictable pathways, again and again” (2021, p. 27).
He goes on to write that “When facts collide with beliefs
which implicate our prestige or define our identity. . . the
facts tend to bend” (p. 32). And social psychologist David
Dunning (2014) writes:

“Some of our most stubborn misbeliefs arise not
from primitive childlike intuitions or careless
category errors, but from the very values and
philosophies that define
Each of wus
foundational beliefs—narratives about the self,

who we are as
individuals. possesses  certain
ideas about the social order—that essentially
cannot be violated: To contradict them would call
into question our very self-worth. As such, these
views demand fealty from other opinions. And
any information that we glean from the world is
amended, distorted, diminished, or forgotten in
order to make sure that these sacrosanct beliefs

remain whole and unharmed””

The more we surround ourselves with low-quality sources
of information, and the less we rely on high-quality ones,
the more these common human propensities distort our
understanding of reality.

People have always had these cognitive tendencies,
and there are various plausible reasons for their
existence—some of them innate, some the result of social
learning.

One reason is that people likely have hard-wired
biological predispositions that lead them to favor certain
ideologies. These ideologies exist in the world, and instead
of us acquiring them, they acquire us because our
predispositions make them hard to resist and render their
alternatives unattractive (Stanovich, 2020).

Another plausible reason is that values and beliefs can
serve to help people understand the world, maintain a
positive view of themselves, and/or bind them to loved
ones and in-groups. These values and beliefs thus become
an important part of ones identity, social bonds, and
understanding of the social order (Stanovich, 2020).

Yet another plausible reason is that, in early childhood,
the information that we are exposed to and that we
incorporate into our emerging identity and worldview is
highly curated by those closest to us and within the
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environments that we spend the most time. (For more on
this, see Stanovich, 2020.)

These cognitive tendencies aren’t as dangerous when
people are forced to rely on legitimate sources of
information on a regular basis, while untrustworthy,
partisan, and fringe sources are few and difficult to access.

The 1980s are a good example. That era was far from
perfect, of course, and had many problems, including
epistemic ones. But Americans in that era had much more
of a shared reality and were not as likely to stumble down
ludicrous epistemic rabbit holes. This was likely due in
large part to the quantity and quality of the news and
information sources available to them.

In America today, compared with the 1980s, there are
considerably more easy-to-access news and information
sources, many of them of the highest quality but many
others dreadfully partisan and misleading. Additionally,
there are currently some areas of academia that are
malfunctioning and helping to proliferate suspect claims.
realities—countless

These two partisan news/

information sources and malfunctioning academic
fields—have made an enormous amount of low-quality
information available to the average American in ways that
just didn’t exist in the 1980s.

Lee Mclntyre, author of Post-Truth, provides an apt
metaphor for the vast ocean of information—much of it
high quality, but much of it garbage, too—easily available

to the average American:

“There is a scene in Indiana Jones and the Last
Crusade where he is in a room with all of these
goblets and chalices and doesn’t know which one
is the Holy Grail. That’s where we are right now.
We have the truth right in front of us, but we don’t
know which one it is” (Eppard et al., 2020, p. 52).

People’s cognitive tendencies encourage them to avoid
and/or misinterpret trustworthy news and information
that contradicts their existing beliefs, opinions, and
values—and current conditions allow them to pull this off
to a degree that they couldn't in even the recent past. This
allows far more Americans to stick to sources they agree
with, however flawed or flat out wrong, and convince
themselves that they have legitimately affirmed a distorted
view of reality:
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“In an age of cheap and abundant information, it
is relatively easy to be a better-informed citizen.
But the commitment to become such a citizen
requires changes in even small habits that many
people are unwilling to make, including reading a
reputable newspaper and turning off the
gladiatorial propaganda of social media, video
postings, and cable shows. If making such
changes means feeling less good about ourselves,
or even thinking less often about ourselves, many
of us will simply refuse to do it” (Nichols, 2021, p.

192).

This epistemic crisis is incredibly corrosive for our society
and culture. Sadly, we do not see an obvious way out of this
mess.

All of this misleading information comes in a variety
of forms, including misinformation (false information),
disinformation (intentionally false information), and
malinformation (true information used in a misleading
manner).

There are numerous areas where these different forms
of misleading information are a problem, both left and
right. One very salient one as we write this in the summer
of 2024 is in discussions about transgender issues. On July
3, 2024, for instance, Planned Parenthood published a
tweet" containing the following claims:

Gender affirming care reduces suicide risk. This is
an example of either misinformation (if the
tweet’s author was truly unaware it is an
inaccurate claim) or disinformation (if he/she was
aware of its dubious nature and made the claim
anyway). The empirical link between gender
dysphoria and suicide risk, and the link between
gender affirming care and suicide reduction, have
called
researchers.

been into question by numerous

Gender affirming care is backed by every major
medical association in the U.S. This is an example
of malinformation—the information they present
may be true, but they conveniently ignore non-
U.S. organizations. By carefully curating which
medical associations count (not due to the
accuracy of their conclusions but by whether they
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ideologically align with Planned Parenthood’s
worldview), they are able to engineer a misleading
understanding of the preponderance of the
evidence on this issue.

Gender affirming care is essential. This is an
example of either misinformation (if the tweet’s
author was truly unaware it is a misleading claim)
or disinformation (if he/she was aware of its
questionable nature and made the claim anyway).
There are varying scientific perspectives on what
gender affirming care should consist of, and
which version of this care is truly beneficial for
gender dysphoric individuals.

¥
Tl

Every mojor medicl
Qssociation SUPPORTS
healtheare for trans youth,
The scienceis setled, ¢

sTOP
QUESTIONING
TRANS PEOPLE'S
RIGHTTO EXIST
& ACCESSTO
MEDICAL CARE,

“The science” is actually far from settled when it comes to transgender
issues. Image courtesy of Benjamin Ryan (2024).

Misleading claims like these about transgender issues
are widespread on the left. In progressive circles, it is
common to hear that a particular version of gender
affirming care preferred by leftists is “settled science,” as
GLAAD routinely calls it The intended effect of such
claims seems to be to shut down debate by creating the
impression that a specific progressive interpretation of
transgender issues is backed by “the science” and
opponents’ interpretations are discredited by “the science.”
Thus, it is implied that the public should trust those like
Planned Parenthood and GLAAD who claim to be on the
side of “truth” on this issue, not those supposed know-
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nothings and science-deniers and bigots (and God forbid
Republicans!) on the other side.

But the problem runs even deeper than the misuse of
information by incompetent, partisan, and/or bad faith
actors. People consuming news and information often do
not even respond to evidence or arguments. Instead, we
rely on our preformed ideas to make sense of what we see.
We interpret information to conform to our expectations.

Psychologist Keith Stanovich (2020 & 2021) has
detailed a variety of what he calls “myside biases,” findings
that people not only evaluate evidence so that it conforms
to their own beliefs, opinions, and attitudes, but we are
similarly biased in how we generate evidence and even test
hypotheses:

“Research has shown that myside bias is displayed
in a variety of experimental situations: people
evaluate the same virtuous act more favorably if
committed by a member of their own group and
evaluate a negative act less unfavorably if
committed by a member of their own group; they
evaluate an identical experiment more favorably
if the results support their prior beliefs than if the
results contradict their prior beliefs; and when
searching for information, people select
information sources that are likely to support
their own position. Even the interpretation of a
purely numerical display of outcome data is
tipped in the direction of the subject’s prior belief.
Likewise, judgments of logical validity are skewed

by people’s prior beliefs. . .

Many cognitive biases in the psychological
literature are only displayed by a subset of
subjects—sometimes even less than a majority. In
contrast, myside bias is one of the most
ubiquitous of biases because it is exhibited by the
vast majority of subjects studied. Myside bias is
also not limited to individuals with certain
cognitive or demographic characteristics. It is one
of the most universal of the cognitive biases”
(Stanovich, 2020).

This really is not all that surprising. After all, it feels
good to learn information that makes you personally look
good, confirms your beliefs and values, affirms the virtues
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of the groups that you hold dear, and confirms the flaws of
out-groups—and it feels bad to do the opposite. This
makes it quite unsurprising that humans have these
tendencies. As philosopher Dan Williams (2024) writes,
“The deep question of social epistemology—the genuine
puzzle—is not why people hold false beliefs. It is why
people sometimes form true beliefs”

Often, opinions and attitudes that we support are not
really our own at all. As cognitive scientists Steven Sloman
and Philip Fernbach explain in The Knowledge Illusion
(2017), human beings live within a community of
knowledge and the opinions and attitudes that we express
are not generated by our own processes of judgment and
reasoning but are borrowed from our wider community.
Human knowledge is a communal entity; only a tiny
fraction of it is contained within the head of any
individual. Most of us do not know much about how even
basic everyday things like toilets or zippers work despite
how vitally important they are in the modern world, never
mind how little we understand about how complex social
policies and institutions operate. It takes years of study to
really appreciate the complexity of, say, the American
health care system or the causes and implications of
immigration. Few people have the time for or ability to
conduct such analyses and hence the vast majority of us
rely on others for our opinions and attitudes.

Does this lack of knowledge about myriad aspects of
our daily lives hold us back? Not necessarily. In fact, it is
an advantage:

“A modern society cannot function without a
social division of labor and a reliance on experts,
professionals, and intellectuals. . . No one is an
expert in everything. No matter what our
aspirations, we are bound by the reality of time
and the undeniable limits of our talent. We
prosper because we specialize, and because we
develop both formal and informal mechanisms
and practices that allow us to trust each other in

those specializations” (Nichols, 2017, p. 14).

If each of us had to master everything we rely upon every
day in order to function, it would be necessary for our
world to be extremely limited and technologically basic.
We are able to excel in the modern world not because
of our incredibly complex understanding of it, but because
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of the community’s collective understanding of it and our
trust in and reliance on the expertise of others within that
community to sustain it (Kolbert, 2017). So it is vital that
we rely on information produced by the trustworthy
members of the larger epistemic system as we make
countless decisions in life. And when we begin to avoid
these trustworthy members in favor of untrustworthy
ones, our society can begin to falter. Unfortunately, we
believe that this is where we are in the U.S. today.

TABLE 1. Red Reality, Blue Reality

Liberals
answering yes

Conservatives

Survey item answering yes

There is solid

evidence that there

was widespread

voter fraud in the 61% 9%
2020 election.

(poll from

December 2023)

The sex a person is

assigned at birth

determines whether

a person is a man or 86% 38%
a woman.

(poll from

May 2022)

Note: See original sources for precise wording.

Source: Top question from The Washington Post & the University of
Maryland (2024). Bottom question from Pew Research Center (Parker et
al., 2022).

Epistemic shortcomings afflict both sides

Some Americans believe, mistakenly in our opinion, that
this is all just a right-wing problem. They are of course
correct to identify that conservative America is mired in a
worrisome epistemic crisis. We write this article not
because we are unaware of the right-wing’s information
problems—you can check out our book, The Poisoning of
the American Mind (Eppard et al., 2024), where we address
them at great length.
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Indeed, many on the right hold questionable beliefs
about a number of things. One of the most obvious and
egregious recent examples was Donald Trump’s “Big Lie”
about the 2020 U.S. presidential election. Even years after
the election took place, most Republicans somehow still
believed Trump’s claims that his loss to Joe Biden was
illegitimate (see Table 1 to the left). His lies continued to
proliferate in right-wing circles despite not only a lack of
evidence but also the fact that Trump is a notorious
conman who telegraphed that he would make such a
preposterous claim long before the election even took place.

Election results they don’t like isn't the only area where
conservatives fall for misleading claims—from the silly
Obama birth certificate affair to lies about climate change
to the bizarre rise of QAnon and much more, the right-
wing is guilty of some serious epistemic shortcomings.

In our view, there are two main problems on the right
when it comes to misleading information. They are not the
only causes of their epistemic shortcomings, but they are
two very important ones, nonetheless.

First, there has been an explosion of low-quality news
and information sources on the right in recent decades—
including the rise of partisan talk radio shows (such as
Rush Limbaugh and Sean Hannity) and podcasts (such as
Ben Shapiro, Charlie Kirk, and Steve Bannon), partisan
cable news channels (such as Fox News, Newsmax, and
One America News Network), and partisan websites (such
as The Daily Wire and Breitbart):

“False, partisan, and often deliberately misleading
narratives now spread in digital wildfires,
cascades of falsehood that move too fast for fact
checkers to keep up. And even if they could, it no
longer matters: a part of the public will never read
or see fact-checking websites, and if they do they
won't believe them” (Applebaum, 2020, p. 113).

One of the core institutions within the conservative
information ecosystem, Fox News, may bill itself as a news
organization, but it is hardly that. Like so many of the
partisan media outlets on the right, the primary function
of Fox seems to have little to do with journalism as it is
properly understood and more to do with promoting the
Republican agenda while diminishing progressivism:
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“The late conservative Roger Ailes (funded by
conservative Rupert Murdoch) created Fox News,
a channel that carried, and still carries, mostly talk
radio-style right-wing commentary. Like talk
radio, it is of the conservative movement, in a way
that no mainstream media outlet would ever
think of itself as of the left. . . Fox plopped down
on cable and dared the mainstream media to say
anything about it. It never saw itself as better
mainstream media—it saw itself as a conservative
competitor to a liberal incumbent. It started
mainstreaming conservative talking points and
conspiracies, quickly gained a huge (mostly white,
mostly old) audience, and, through sheer
chutzpah, was accepted as a legitimate news
outlet. It’s not that Fox News hasnt produced
some good journalism and good journalists. It’s
that the ultimate axis around which the enterprise
revolves is partisan. It is an instrument to advance
the interests of the conservative movement”
(Roberts, 2017).

Fox cherry-picks stories that conservatives care about
(especially ones that make them angry/scared/resentful),
frames them in the most conservative-friendly manner
possible, and either ignores stories that are uninteresting/
unfavorable to conservatives or reports those stories but
frames them in a partisan manner. To quote Mona Charen,
“Fox is not a news channel—it is the right’s Pravda” (2023).
She goes on:

“All of us indulge the urge, at least sometimes, to
hear news that confirms our own views. What
Fox’s audience must grapple with is that choosing
news is not like other consumer choices. . . If your
doctor assured you that your skin lesion was
benign because he thought this would be more
welcome than the news that it was melanoma
requiring immediate treatment, the doctor would
be guilty of malpractice and you wouldn’t thank
him. When Fox News and its competitors lie to
viewers, they are endangering not their physical
health but their civic health and the good of the
nation.”
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There are numerous examples which illustrate Fox’s
serious flaws, but perhaps none more shocking than their
help in ensuring the widespread acceptance of the “Big Lie”
among conservative Americans—despite Fox’s leadership
and on-air talent admitting behind closed doors that it was
nonsense.

Along with the explosion of low-quality sources
within their information ecosystem, a second main
epistemic problem for American conservatives is that they
trust very few news and information sources, and the ones
that a majority do trust tend to be partisan and low quality.
Conservatives tend to cocoon or “silo” themselves within
a partisan media ecosystem that contains a limited number
of like-minded low-quality outlets that conservative
Americans trust, with disastrous results.

TABLE 2. News Sources Republicans Trust.

Source % of Republicans expressing trust
Fox News 65%
ABC News 33%
CBS News 30%
NBC News 30%
PBS 27%
Wall Street Journal 24%
USA Today 21%
Washington Post 13%
Politico 6%

Source: Jurkowitz et al. (2020).

For example, the only source that a majority of
Republicans trusted in a recent Pew Research Center
survey was the openly partisan and unreliable Fox News,
while only a minority trusted any of the verifiably
trustworthy and high-quality sources (see Table 2 above).”
Far too many conservatives stay within their own partisan,
self-contained information ecosystem, which is “an
internally coherent, relatively insulated knowledge
community, reinforcing the shared worldview of readers
and shielding them from journalism that challenge([s] it”

(Benkler et al., 2017).
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As David Roberts argues, “[CJonservatives are pulled
with increasing gravity into an information vortex that
simply has no analogue elsewhere in American politics”
(2017). Roberts goes on:

“The right hypes its base up with bullshit—it has
for decades—until an already tribally inclined
audience has now descended into near-total
epistemic closure. It is contemptuous of outside
fact-checking, no matter how assiduous, but
endlessly gullible toward information shared on
the inside. Consequently, it is an easy target.”

And as Harvard Law School’s Yochai Benkler and his
colleagues (2017) explain:

“What we find in our data is a network of
mutually-reinforcing hyper-partisan sites that
revive what Richard Hofstadter called ‘the
paranoid style in American politics, combining
decontextualized truths, repeated falsehoods, and
leaps of logic to create a fundamentally
misleading view of the world. . . By repetition,
variation, and circulation through many
associated sites, the network of sites make their
claims familiar to readers, and this fluency with
the core narrative gives credence to the

incredible”
They go on:

“It is a mistake to dismiss these stories as ‘fake
news’; their power stems from a potent mix of
verifiable facts. . . familiar repeated falsehoods,

paranoid logic, and consistent political

orientation within a mutually-reinforcing

network of like-minded sites.”

We are well aware of conservative America’s epistemic
problems and believe they are incredibly damaging to our
society. But while there has been a considerable amount of
attention paid to misleading information on the right by
numerous scholars and commentators, we do not believe
there is nearly enough paid to this problem on the left. So
while it is true that the right-wing has serious problems
with misleading information, we believe there is strong
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evidence that it plagues the left-wing as well, and it needs
to be taken much more seriously by those on the left in
positions to actually do something about it.

We want to make clear that we do not write this article
in an attempt to draw an equivalency between the
epistemic issues facing each side. We make no assertions
about which side has it “worse” due to our honest inability
to quantify such a thing. Some will see this as a cop out,
but in our minds, it is the honest truth. We have spent a
considerable amount of time between us attempting to
quantify the problems on each side to allow for
comparison but have yet to find a suitable formula.

Even if we somehow could quantify the degree to
which each side is damaging society with misleading
information, however, we do not think it matters as much
as some people may claim. Each side’s information
problems would be utterly corrosive to American society
even in the absence of epistemic problems across the aisle.
Both red and blue America face epistemic crises that act
like serious illnesses that sicken American society—even if
you could measure which one makes us feel “worse” as a
nation, the reality is that either one would make us
seriously ill, and experiencing them simultaneously is a
nightmare. Our society tolerates an unacceptable amount
of dysfunction as the result of each sides epistemic
problems, and thus both need to be addressed.

Our golden age of information

Imagine for a moment that you were to travel in a time
machine back a century or more into Americas past. You
greet somebody you encounter there and ask to be taken
to their most impressive library. This person honors your
request, and upon arrival he/she brags to you about the
immense knowledge contained within the library’s walls.
You then retrieve your smartphone from your pocket
(with a noticeable smirk on your face) and explain to your
host that this small device in your hand gives you access to
exponentially more information than their library could
ever hope to. Your new acquaintance would be left
speechless (if he/she believed you)."

You then hop back into your time machine, blast some
Huey Lewis, and get up to 88 mph as fast as possible,
leaving him/her bewildered as you disappear back to the
future—all without kissing your mother!
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It might seem an odd argument in an article about
misinformation, but we nonetheless contend it is true:
Americans have easier access to high-quality factual
information, and more of it, than ever before. As The
Atlantic’s David Frum quipped:

“I was promised flying cars, and instead all I got
was all the world’s libraries in my pocket and the
ability to videochat 24-hours a day for free with

»yi

my grandchildren on the other side of the world.

This should in fact be a golden age of information.

The scale and quality of knowledge production that
occurs in the modern world is a marvel and a historical
breakthrough. As Jonathan Haidt explains, our modern
epistemic system is:

“a set of institutions for generating knowledge
from the interactions of biased and cognitively
flawed individuals. English law developed the
adversarial system so that biased advocates could
present both sides of a case to an impartial jury.
Newspapers full of lies evolved into professional
journalistic enterprises, with norms that required
seeking out multiple sides of a story, followed by
editorial review, followed by fact-checking.
Universities evolved from cloistered medieval
institutions into research powerhouses, creating a
structure in which scholars put forth evidence-
backed claims with the knowledge that other
scholars around the world would be motivated to
gain prestige by finding contrary evidence. Part of
Americas greatness in the 20th century came
from having developed the most capable, vibrant,
and productive network of knowledge-producing
institutions in all of human history, linking
together the worlds best universities, private
companies that turned scientific advances into
life-changing ~ consumer  products, and
government agencies that supported scientific
research and led the collaboration that put people
on the moon” (2022).

The network of knowledge-producing institutions
within our modern epistemic system is something to
behold, unimaginable to our ancestors. Many major
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advances take place each year in areas such as science,
technology, and medicine. And there are more high-
quality news and information outlets than ever before.
People from different historical eras would be awestruck to
find out that we have so many high-quality sources of
information available to us at all times in our pockets.

Of course, our modern epistemic system regularly gets
things wrong. But it gets things right at a far greater rate
than any alternative way of knowing. Whatever mistakes
are being made at the current moment, one can be assured
that we are closer to “the truth” and “reality” now than we
were 50 years ago (and they were closer than those 50 years
before them and so on). Our understanding of reality at
any given moment is always imperfect, always provisional,
and always tentative. It can and will change in the future as
more information becomes available. We keep working,
always inching closer and closer to the truth, year after
year after year.

The modern epistemic system, with its “open-ended,
depersonalized checking by an error seeking social
network,” is “the only legitimate validator of knowledge™:

“Other communities, of course, can do all kinds
of other things. But they cannot make social
[This
assertion] goes down very badly with lots of

decisions about objective reality.

people and communities who feel ignored or
oppressed by the Constitution of Knowledge:
creationists, Christian Scientists, homeopaths,
astrologists, flat-earthers, anti-vaxxers, birthers,
9/11 truthers, postmodern professors, political
partisans, QAnon followers, and adherents of any
number of other belief systems and religions. It
also sits uncomfortably with the populist and
dogmatic tempers of our time” (Rauch, 2021, p.
87).

The system’s logic and structure ensure that, even though
errors are made, the larger system will eventually identify,
correct, and learn from a great many of these mistakes:

“The advantage of the reality-based community is
not that it catches every error immediately, but
that it catches most errors eventually, and many
errors very quickly. No other regime can make
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that claim, or come anywhere close” (Rauch,
2021, p. 75).

The modern epistemic system’s track record is unmatched
by any other way of knowing.

Epistemic crisis

Concerning the astonishing amount of information being
produced by our modern epistemic system, Jonathan
Rauch writes:

“[B]y organizing millions of minds to tackle
billions of problems, the epistemic constitution
disseminates knowledge at a staggering rate.
Every day, probably before breakfast, it adds more
to the canon of knowledge than was accumulated
in the 200,000 years of human history prior to
Galileo's time” (2018).

So if it is so great, then what’s the problem?

Well, if all of the information it produced was reliable,
or if people only stuck to the high-quality sources, there
would indeed be nothing to worry about. The problem, we
believe, is not with the system overall, but certain segments
of that
malfunctioning. Despite the unprecedented amount of

system which we believe are currently
high-quality information provided by our epistemic
system, and the fact that we believe the vast majority of the
system is working just fine, the malfunctioning portions
(such as some partisan media outlets on the right and
some malfunctioning academic disciplines on the left) are
nonetheless exposing Americans to far too much
misleading information.

Despite enjoying easier access to more high-quality
information than at any other point in history, we also have
easy (and often easier) access to more low-quality
information than ever before. Coming of age in an
increasingly polarized society and adrift in a vast ocean of
both (a) more easily-accessible high-quality information
than ever before and (b) an explosion in easily accessible
low-quality information, many people create “ideological
silos” for themselves—meaning they seek out news/
information sources they agree with, surround themselves
with mostly people they agree with, avoid sources and
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people that tell them things they disagree with where
possible, and struggle to identify what is reliable
information and what is not.

In these silos, millions of Americans become addicted
to questionable information because it makes them feel
good, they agree with it, and/or they heard it from
somebody they like/trust. This can lead red America and
blue America to develop different understandings of
epistemic authorities, methods, and standards of evidence,
and drift “into disconnected moral matrices backed up by
mutually contradictory informational worlds” (Lukianoff
& Haidt, 2018, pp. 130-131).

Ideological silos can overwhelm people with
information that is favorable to their side’s beliefs, hide
information that questions them, and provide them with
constant ideological affirmation from people they love,
respect, and/or trust. Inside of ideological silos, partisan
messages are repeated back to people constantly, while the
silo prevents them from confronting contradictory
messages as often.

When red America and blue America debate
important issues, their divergent understandings of the
truth can seem to the other side like a different dialect or
another language altogether. Try this social experiment:
Use the term “BIPOC” across various social settings and
notice the different reactions that you get! As Jonathan
Haidt (2022) writes, “It’s been clear for quite a while now
that red America and blue America are becoming like two
different countries claiming the same territory” It can
almost seem like “epistemic secession” (Rauch, 2021, p.
174).

Think about a time in the not-too-distant past that we
mentioned earlier: the 1980s. These conditions just didn’t
exist then—partisan cable news and talk radio were less
prevalent, there wasn’t widespread access to personal
computers or the internet, and there were no smartphones
or social media. If you were a kid growing up in the 1980s,
your parents might read a mainstream newspaper and
watch a little (maybe around 20 minutes) of the network
news at night. Most of their friends had the same media
diets and a much more shared understanding of reality
than today. It was much more difficult to avoid trustworthy
sources and the shared facts of the larger culture than it is
today, and it was harder to access partisan sources and
communities that would affirm fringe beliefs.
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Modern conditions do not force such collective media
habits, and many people choose a more untrustworthy
information diet that alternate

helps shape an

understanding of the truth:

“[T]he old newspapers and broadcasters created
the possibility of a single national conversation. In
many advanced democracies there is now no
common debate, let alone a common narrative.
People have always had different opinions. Now
they have different facts” (Applebaum, 2020, p.
113).

And as Greg Lukianoff and Jonathan Haidt write:

“Long ago is the time when everybody watched
one of three national television networks. By the
1990s, there was a cable news channel for most
points on the political spectrum, and by the early
2000s there was a website or discussion group for
every conceivable interest group and grievance.
By the 2010s, most Americans were using social
media sites like Facebook and Twitter, which
make it easy to encase oneself within an echo
chamber. . . Both the physical and the electronic
isolation from people we disagree with allow the
forces of confirmation bias, groupthink, and
tribalism to push us still further apart” (2018, pp.
130-131).

Misleading information on the left

On the right, as we have discussed, we see lack of trust in
legitimate institutions and a fragmented and partisan
media ecosystem as the primary drivers of the misleading
information conservative Americans consume. Countless
high-quality sources are available, but so are countless low-
quality ones, and these are the sources that far too many
conservatives trust and utilize.

The left-wing’s epistemic crisis seems to be different in
nature. Yes, there are plenty of partisan news and
information sources that flatter the liberal worldview, such
as MSNBC, HuffPost, and Vox. But liberal Americans are
more likely than conservatives to trust legitimate
journalistic outlets, so we'll need to turn our focus
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elsewhere to fully understand the left-wing’s epistemic
crisis.

We think the bigger problem for liberal America is
that, while they may be more likely to trust legitimate
sources of information, often (a) those outlets are unaware
that they are spreading misinformation because it appears
to be backed by “the science,” or (b) without understanding
the preponderance of the evidence, outlets pick and
choose “the science” that backs their arguments. Either
way, it appears to the unknowing public that they are being
presented with arguments that reflect the preponderance
of the empirical evidence when in fact they are not.

We believe one of the most important contributors to
this problem is certain malfunctioning segments of
academia—especially disciplines in the social sciences,
humanities, and education—where much of the
misleading information is created in the first place. These
malfunctioning segments of academia make irresponsible
claims that then proliferate throughout the public
discourse as “the science.” It is true that media outlets are
not blameless—they need to do a much better job of
presenting the weight of the evidence on a topic, not just the
hottest new study or research findings that fit their
narratives. But academia plays a major role here and needs
to get its house in order.

Consider the following statements:

* Discrimination is a primary cause of the
gender pay gap (this is more than likely not
true in America today).

= The US. has a higher poverty rate than
Mexico (this claim depends on how you
measure poverty, and it is almost certainly not
true by any absolute definition).

* Police officers kill a disproportionate number
of African Americans due to racial bias on the
part of officers (this is a claim being vigorously
debated and without a clear answer at the
moment).

* We can reliably identify microaggressions,
whether they are motivated by racial bias, and
whether they cause harm (the evidence for this
claim is extraordinarily weak).
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None of these claims are backed by strong evidence. At
best, the research is mixed, not clearly pointing in one
direction or the other. At worst, the best evidence supports
the opposite conclusion. And yet you will hear these flawed
claims—and numerous others, these are but a small
sample—repeated in progressive circles, in many college
classrooms and academic journals, and get picked up by
mainstream media outlets who mistakenly believe they are
backed by “the science”

Really stop and take a moment to think about that. In
many social science, humanities, and education academic
journals and college classrooms across the country,
academics are disseminating information that is not just
incorrect, but the opposite of what the best evidence
suggests. They are leading people away from truth, not
toward it. And these claims become part of “the science,”
which those outside of academia propagate unknowingly.
We believe this is a major cause of the left’s epistemic crisis.

The problem is not with the epistemic system as a
whole—it remains impressive and unparalleled and should
be allowed to continue to grow and better our world. The
problem is that certain areas of this system—perhaps the
academic social sciences most obviously—have gone off
the rails a bit and need to be addressed.

Why is academia, where truth should be valued above
all else, contributing so much misleading information to
the public discourse? We see at least five major issues
(which we weren’t the first to identify) plaguing academia,
issues which play a major role in the lefts epistemic
problems.

1. First, university faculties and administrations do not
represent the true diversity of America, with a wide range
of important mainstream perspectives underrepresented.
This is glaringly true for political diversity, with far too
many left and far-left perspectives, and not enough centrist
and center-right perspectives to correct for the lefts
ideological blind spots:

“The university professoriate is overwhelmingly
liberal, an ideological imbalance demonstrated in
numerous studies conducted over the last two
decades. This imbalance is especially strong in
university humanities departments, schools of
education, and the social sciences; and it is
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specifically strong in psychology and the related
disciplines of sociology and political science”
(Stanovich, 2020).

As Greg Lukianoft and Jonathan Haidt (2018) explain,
when the epistemic system is working properly, there is
enough diversity of perspectives to make sure that ideas
are properly vetted:

“Each scholar suffers from confirmation bias—
the tendency to search vigorously for evidence
that confirms what one already believes. One of
the most brilliant features of universities is that,
when they are working properly, they are
communities of scholars who cancel out one
another’s confirmation biases. Even if professors
often cannot see the flaws in their own arguments,
other professors and students do them the favor
of finding such flaws. The community of scholars
then judges which ideas survive the debate. We
can call this process institutionalized
disconfirmation. The institution (the academy as a
whole, or a discipline, such as political science)
guarantees that every statement offered as a
research finding—and certainly every peer-
reviewed article—has survived a process of
challenge and vetting. That is no guarantee that it
is true, but it is a reason to think that the
statement is likely to be more reliable than
alternative statements made by partisan think
tanks, corporate marketers, or your opinionated
uncle. It is only because of institutionalized
disconfirmation that universities and groups of
scholars can claim some authority to be arbiters of
factual questions” (p. 109).

But the modern academy is not functioning properly.
The extreme ideological imbalance at today’s universities
is no doubt limiting the quality of both the scholarship
produced by academics as well as the education that
students receive. Some research questions get investigated
while others are avoided, some methods utilized while
others are ignored, information gets interpreted in biased
ways, and some legitimate viewpoints are marginalized
while others are amplified:
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“[W]hen the majority of scientists in a discipline
share the same sacred values, then the checks and
balances of peer review and peer skepticism that
science relies upon can fail. Peer review, critical
engagement, skepticism, and the other virtues of
science. . . become tyrants that promote and
protect the sacred values of the scientific

community” (Rauch, 2021, p. 227).

This leads to a partisan understanding of many issues in
some disciplines: “[S]tudents in politically homogenous
departments will mostly be exposed to books and research
studies drawn from the left half of the range, so they are
likely to come down to the ‘left’ of the truth, on average”
(Lukianoft & Haidt, 2018, p. 112). Lukianoft and Haidt go
on to note that, “[V]iewpoint diversity is necessary for the
development of critical thinking, while viewpoint
homogeneity (whether on the left or the right) leaves a
community vulnerable to groupthink and orthodoxy” (p.
113).

As an example, consider implicit bias. In many
quarters, due in large part to a psychological
demonstration called the Implicit Association Test (IAT),
it is now taken as a given that most people suffer from
implicit attitudes that they are not aware of. Most
prominently, many people are thought to be implicit
racists and this idea is taught widely in courses on
sociology and social psychology and in diversity seminars.
The problem is that the evidence for it is weak and
disputed. But many academics are either unaware of,
ignore, or misinterpret this reality, in large part because of
their prior ideological commitments. In doing so, they
convince a large portion of the American public that “the
science” has authoritatively decided an issue when it has
come nowhere close to doing so.

There are many topics where academics make claims
that go far beyond (and sometimes completely contradict)
what the best evidence will support—not only implicit
bias, but research about systemic racism, police shootings,
microaggressions, free markets, poverty, sexism, the
gender pay gap, sex differences, transgender issues, single
parenthood, IQ, and more.

The problem is widespread in academia and typically
errs on the side of supporting leftist ideologies. And we
know that ideologies distort our understanding of the
world and have massive blind spots.
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If there is enough viewpoint diversity in academia,
flawed partisan ideas will have a difficult time making it
through the institutionalized disconfirmation process
without being revised in a more nuanced and objectively
more accurate direction. But while the academy has long
had problems with its liberal imbalance, it is even worse
today than in the past, increasing the number of
ideological blind spots among its members.

This extreme imbalance allows for highly questionable
empirical standards of evidence for truth claims in some
fields. There just aren’t enough skeptical voices pushing
back. As Jonathan Haidt writes, “[W]e can’t count on
‘institutionalized disconfirmation’ anymore because there
are hardly any more conservatives or libertarians in the
humanities and social sciences” (2016).

In a2016-2017 survey of 20,771 faculty at 143 colleges,
UCLA researchers found a liberal-to-conservative (L:C)
ratio of 5:1 (UCLA-HERI, 2025). Other studies largely
either confirm this ratio or find an even larger gap.
(Administrators as a group might be even more liberal,
according to survey data from Karen Grigorian at NORC.).

In a 2020 analysis of the voter registrations of 12,372
college professors, Mitchell Langbert and Sean Stevens
found a Democrat-to-Republican (D:R) ratio of 8:1.
Among the same sample, they found the D:R political
donor ratio to be an astounding 95:1 (see Figures 1 & 2
below for discipline-specific ratios).

Data suggests that this liberal imbalance has been
growing over time. In 1989, the first year of the UCLA
survey, they reported that 42% of college professors were
liberal—a number that grew to 60% in their most recent
survey (from 2016). Over the same time period, the
conservative share of professors fell from 18% to 12% (see
Figure 3 below) (UCLA-HERI, 2025). Surveys of the
American public do not show a similar lurch to the left,
meaning the professoriate has been moving away from the
general population.

And it's important to remember that these liberals in
academia are far more likely to be radical in their views
when compared with both faculty in previous eras as well
as with liberals in the general American population. For
example, psychologist Lee Jussim and his colleagues show
in forthcoming work that a large proportion of university
faculty members in the U.S. (40%) identify as not just left
of center but far left (radicals, activists, socialists, and/or
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FIG. 1. Political Registration by Academic Discipline.
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FIG. 3. Faculty Politics Over Time in the U.S.
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Marxists), a much higher proportion than in the past and
than you would find in the general population in the U.S.
Nicholas Havey (2024) similarly finds that 34% of
professors are liberal and 36% are far-left (70% total), while
only 13% are conservative and less than 1% are far-right.

It can be tempting for academics to fall victim to the
genetic fallacy—the notion that one can reject criticisms
out of hand if they come from those whom he/she deems
to be “bad people” But the accusation of liberal bias,
despite coming from many dishonest conservative sources,
is valid and the situation is only getting worse.

2. A second major issue plaguing academia, we believe, is
that the standards of entry into some malfunctioning
academic disciplines are clearly too low. One can teach in
a college classroom and publish in academic journals in
some disciplines with a very poor understanding of
research methods and data.

In Lawrence Eppard’s field of sociology, for instance,
you can earn a Ph.D. from a respectable program and
spend an entire career teaching and publishing in a
tenured university position without ever developing even
a rudimentary grasp of quantitative research methods.
Many sociologists do so. At many universities across the
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U.S., sociologists are presenting information to their
students that these professors incorrectly assume is
strongly supported by empirical evidence because, while
the professors themselves may not know or understand the
research behind the claims, the authorities in their field
have assured them it is sound. This information passed
peer review, was published by leading journals/book
presses, was accepted by the larger field, made its way into
textbooks, etc. Most sociology professors have not seen the
empirical research behind much of the information they
present in class, likely would not fully understand it if they
did, and are unlikely to question it anyway because it aligns
with current left-wing social justice assumptions and
prerogatives.

We're not picking on sociology—we assume a number
of academic disciplines face this same problem—it’s just
that we can speak confidently about our own disciplines
because we have seen all of this firsthand. As we have
stated, the social sciences seem to be the worst of the
malfunctioning disciplines. As Keith Stanovich argues:

“If you are a person of high intelligence, if you are
highly educated, and if you are strongly
committed to an ideological viewpoint, you will
be highly likely to think you have thought your
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way to your viewpoint. And you will be even less
likely than the average person to realize that you
have derived your beliefs from the social groups
you belong to and because they fit with your
temperament and your innate psychological
propensities. University faculty in the social
sciences fit this bill perfectly. And the opening for
a massive bias blind spot occurs when these same
faculty think that they can objectively study,
within  the
monoculture, the

confines of an ideological

characteristics of their

ideological opponents” (2020).
Stanovich goes on:

“We now have entire departments within the
university. . . that are devoted to advocacy rather
than
departments with a ‘falsifiability mindset’ would

inquiry. Anyone who entered those
be run out on a rail—which of course is why
conclusions on specific propositions from such

academic entities are scientifically worthless.”

And as Lee McIntyre argues, “It is unfortunately true that
a good deal of social science today is unreliable, due to its
infection by political ideology. Even in universities, in
some fields there is no clear line between ‘research’ and
political advocacy” (2015, p. 135).

3 & 4. The third and fourth problems we identify are that
(3) the standards of evidence at many academic journals
and book presses are low and/or biased and (4) the
incentive structure of academia requires even poor
researchers to publish, leading to too much bad research
which sustains too many low-quality academic journals.

5. And fifth, we come to the chilling effect of cancel
culture. In the most ideologically homogenous fields,
questioning the dominant narrative can be quite
dangerous for one’s career and reputation: “[Wokeism]
fosters a kind of leftist illiberalism that is almost religious
in nature, in that it brooks no dissent—the sort of ideology
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that center-left liberals have historically opposed”
(Williams, 2023). Keith Stanovich writes that:

“Identity politics advocates have succeeded in
making certain research conclusions within the
university verboten. They have made it very hard
for any university professor (particularly the
junior and untenured ones) to publish and
publicly promote any conclusions that these
advocates dislike. Faculty now self-censor on a
range of topics. The identity politics ideologues
have won the on-campus battle to suppress views
that they do not like” (2020).

David French argues that:
“[A] person can be cast out of polite society for

saying
normal and in good faith. . . [T]he more that

something completely conventional,
America polarizes, the more it contains not one
but two Overton windows, the ‘red” window and
the ‘blue’ window. Speech that is squarely
mainstream in Red America is completely out of

bounds in Blue America, and vice versa” (2023).
French goes on:

“Americans have read story after story (from
across the political spectrum) of activists,
corporations and colleges targeting individuals
for speech that is squarely within the mainstream
of either progressive or conservative thought. In
other words, dissent—even thoughtful dissent—
has become dangerous, in both right- and left-
leaning America. Private organizations are acting
punitively when the government cannot. This is
the essence of cancel culture, the widespread use
of private power to punish allegedly offensive
speech”

There are numerous examples of the toxic consequences of
cancel culture on both the left and right in America as well
as in academia.

WM Volume 11, Issue 1,2025 W 30




KEYSTONE JOURNAL

These five problems, along with what we are sure are others
we have missed, interact to allow questionable claims to be
disseminated as trustworthy information—carrying the
symbolic weight of being backed by “the science’—
throughout left-wing circles where they distort progressive
Americas perception of reality: “For decades, Critical
Theories had been confined to humanities and Studies
departments of universities. But the ideas have spread to
other disciplines and the outside world, where they have
been picked up by activists and the press” (Abbot et al.,
2023, p. 12).

Academics, partisan media personalities, activists, and
politicians on the left are guilty of frequently spreading
claims (that they insist are scientifically authoritative) that
further a social justice agenda without realizing/
acknowledging the preliminary, weak, or nonexistent
empirical support behind their assertions. Many liberals
who hear/read these claims will believe them because they
see them repeated often by various credentialed sources
who they trust, they assume the claims are backed by
credible evidence, and they fit their worldview/make them
feel good.

Additionally, for a liberal to oppose these claims would
be to align oneself with “bad” people on the other side
(supposed bigots, know-nothings, etc.)." To correct many
flawed but popular social justice claims is to oppose the
noble goals of one’s tribe and/or to signal that one does not
take the problem seriously. As Dorian Abbot and his
colleagues argue, “[I]n the ‘right’ circles, one can make
almost any ridiculous claim, as long as one frames it as
advancing ‘Social Justice™ (2023, p. 14).

Some of the most glaring examples concern claims
about race and gender, as Jonathan Haidt explains: “On the
left, including the academic left, the most sacred issues
involve race and gender. So that's where you find the most
direct and I'd say flagrant denial of evidence” (Mooney,
2014). Michael Jindra and Arthur Sakamoto make a
similar argument:

“In complex areas like the study of racial
inequality, a fundamentalism has taken hold that
discourages sound methodology and the use of
reliable evidence about the roots of social
problems. We are not talking about mere
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differences in interpretation of results, which are
common. We are talking about mistakes so clear
that they should cause research to be seriously
questioned or even disregarded. A great deal of
research. . . rigs its statistical methods in order to
arrive at ideologically preferred conclusions”
(2023).

They go on:

“[I]deologically driven abuse of statistics happens
all across the social sciences. Why? In left-leaning
academic discourse, there are strong biases
toward ‘structural’ causes, in part because
scholars face strong pressures to avoid ‘blaming’
people and cultures for social problems. But social
theory must recognize both structure and agency,
alongside intermediary forces of social influence
such as culture. . . Again, we are not talking about
normal differences in the interpretation of results.
We are talking about clear errors, or at least very
poor scholarship that should not have passed peer
review. It is easy to question some of these results
because they often don’t make intuitive sense. . .
Research simply shouldn't be directed by a priori
ideological commitments. It should follow the
evidence. Often, that evidence won't lead to clear-
cut or definitive results. Some of these articles
should be candidates for retraction, but retraction
is rare. . . Some scholars even received major
promotions, perhaps partly because their findings
fit favored narratives. Instead, papers that violate
ideological beliefs, more than those with errors of
fact, receive pressure for cancellation, often from
Twitter activists.”

The authors note that in the social sciences, the entire
system of research, funding, publication, and promotion
strongly values findings that support current social justice
goals. Because so many of the career rewards (and
sanctions) are aligned with these goals, “people will go to
extraordinary lengths to achieve them.”
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Which way forward?

We are open to good ideas about how to fix all of this,
wherever those ideas may come from.

Conservatives certainly need to put their trust in and
consume information from verifiably legitimate sources.
We've identified several at the Connors Institute’s website

(Connorslnstitute.org), or you can check out

organizations like NewsGuard and Ad Fontes Media,
among others. Organizations that promote themselves as
“news organizations” should not spread obvious
misinformation and disinformation but will likely
continue to do so as long as the incentives are strong
enough. We need to change those incentives.

Are there reasonable ways to limit misleading
information and its effects in a manner that would not run
afoul of the law, the Constitution, or the wishes of the
general public, and that would pass both houses of
Congress? We've yet to hear solutions that would clear all
of these thresholds.

And we are well aware that the power to regulate
misleading information would likely be abused by
partisans on both sides who choose to incorrectly label
legitimate information as misinformation/disinformation
simply because it is unfavorable to their side. (See the 2020
Nature Medicine saga involving Kristian Andersen and his
colleagues about COVID-19’s origins for an example of
how the terms “misinformation” and “disinformation” can
be weaponized inappropriately.).

Furthermore, speech restrictions have such along and
ugly history of leading to ever-more authoritarian
measures. Still, we are in an epistemic crisis that is
destabilizing our nation, and we believe that exploring
many possible ways to mitigate that crisis should be an
urgent priority.

Academia clearly needs much more viewpoint
diversity. It is unlikely that this will be willingly
accomplished by the faculty themselves, so it is therefore
likely that senior leadership and trustees will have to take
a greater hand in hiring processes and implement some
checks and balances to achieve more diversity.

Several academic disciplines need much higher
standards of entry into teaching and research positions. It
is a serious problem that college professors can act like
partisan activists and/or teach without understanding the

www.connorsinstitute.org Il Article

content of their lessons. And malfunctioning academic
disciplines are producing poor research not only because
of the inadequacy of the researchers themselves, but also
the gatekeepers (like journal editors and peer reviewers).

We need more viewpoint diversity in journal and book
press editorial positions, serious reforms to the peer review
process, more widespread and more frequent high-quality
metanalyses, and more replication.

It might make sense to make all anonymous research
data and anonymous peer review reports accessible for free
online. It might also be a good idea to make at least the
abstracts of all submissions that academic journals reject
publicly viewable to allow outsiders to compare what
journals choose to publish with what they do not.

We can also create new universities—like the
University of Austin—and university entities—like the
Connors Institute at Shippensburg University or the
Hamilton Center at the University of Florida—specifically
designed to welcome heterodox viewpoints and provide
ample space for truly open scholarly debate.

Serious reform in academia will take a long time and
a lot of energy and resources to accomplish in such an
ideologically homogenous industry.

Lawrence Eppard and his wife have five children. When
they decided to buy a new house a few years ago, they
debated how many bedrooms they needed—did each
individual child need their own individual bedroom, or
could they share with a sibling?

What Lawrence and his wife did not debate however,
was whether they had five children.

Debating policy preferences, like debating how many
bedrooms Lawrences family needed, is normal and
desirable, especially in a country as heterogenous as the
U.S. But far too often, we are debating reality itself. This is
fine if the truth is actually in question, but often we are
mired in epistemologically irresponsible debates that have
no reasonable association with reality, like whether
Lawrences five children exist (they do, and they are
wonderful!).

There are no “right” or “wrong” answers to many of the
biggest challenges facing our country. There are facts and
data that support a variety of positions, but how this
information should be prioritized is a matter of debate.
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Whatever we decide to do, however, we should insist that
the information we use to make our decisions is factual
and of the highest possible quality.

Jonathan Haidt (2022) warns that “American
democracy is now operating outside the bounds of
sustainability” The epistemic challenges we've discussed
arent a hoax or overblown and solving them isn’t an
exclusively conservative or exclusively progressive
concern, no matter how many times irresponsible and/or
bad faith actors make such claims.

All Americans stand to benefit a great deal from any
progress that we make. None of us—Ileft, right, or center—
want to live in a world where this situation continues to
spiral out of control. We must solve this epistemic crisis
together.

Above all, each one of us should value the truth, tell
the truth, and reward those who do the same.
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Endnotes

I A version of this article originally appeared in Unsafe Science on July 19, 2024. Adapted here with permission. Link:
https://unsafescience.substack.com/p/tribal-epistemology-is-a-bipartisan?utm source=publication-search.

ii Link to tweet: https://x.com/PPFA/status/1808580056194953333.

il Link to example:
https://x.com/glaad/status/1659552178720178179%ref src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1659552178720178179
%7 Ctwgr%5Ed2dc37b56cda7f996a8be0444e7f59b1957¢521f%7Ctwcon%5Es1 &ref url=https%3A%2F%2Fglaad.org%2Fglaadinstitute-
alum-does-what-new-york-times-cannot-provide-fact-based-information-about-trans%2F.

¥ The degree of bias and accuracy of these sources have been documented by several analysts, including those at NewsGuard, Ad Fontes Media,
AllSides, and the Connors Institute.

¥ Yes, yes, we understand, the phone would not work—no cell towers in that time, no internet, etc. etc. etc. Humor us and play along ©.

I Frum posted this on Twitter on February 13, 2020: https://twitter.com/davidfrum/status/1228009917682012160.

Vil There’s that pesky genetic fallacy again!
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